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Abstract

In exemplar models of phonology, phonotactic constraints are modeled as emergent from patterns of high activation between units that co-occur with statistical regularity, or as patterns of low activation or inhibition between units that co-occur less frequently or not at all. Exemplar models posit no a priori formal or representational properties to the phonological units or sound patterns that emerge from the statistical regularities of speech, in contrast to analyses in the generative phonology tradition, including Optimality Theory, where sound patterns are determined by well-formedness constraints on phonological structures. This paper focuses on the analysis of long-distance assimilation, i.e., harmony systems, evaluating the predictions of generative analyses based on constraints on representation against typological and experimental evidence. Representational approaches model assimilation with constraints that favor extended feature structures. The question addressed here is whether and how the feature structures of harmony systems can be modeled as emergent structure. It is shown that an exemplar account can model the co-occurrence patterns of harmony systems in the transitional probabilities between segments that share the harmony feature, without invoking feature structure, but that the domain properties of harmony feature structures emerge due to the associations between phonological units (the harmonizing segments) and the morphological units that delimit harmony domains. This association grounds the sound pattern in the lexicon, and provides a "convergence of regularities" [Frisch, S., 2007. Levels of representation in acquisition (Commentary). In: Cole, J., Hualde, J.I. (Eds.), Laboratory Phonology, vol. 9. Mounton de Gruyter, Berlin, pp. 339–352] which facilitates learning.
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1. The role of phonological structure: exemplar vs. generative models

In exemplar models of phonology, phonological structure emerges from generalizations over the phonetic detail of speech as experienced by a speaker-hearer (see Bybee and Hopper, 2001; Lacerda, 2003; Lindblom, 1999; Pierrehumbert, 2003). Phonological units, such as syllables, segments or even sub-segmental features, are categories that emerge from the shared phonetic properties of words (or larger utterances) that are stored in the mental lexicon. Viewed in this way, a phonological category is defined on the basis of
Phonological units at “higher” levels, such as syllables, can be modeled on the basis of statistical patterns relating segment-sized units that are consecutive in the speech stream (Vitevitch et al., 1999; Vitevitch and Luce, 2004). For instance, syllables can be defined on the basis of the biphone probability for two consecutive phone-sized units. Biphone probability is an estimate of the probability that a particular biphone sequence will occur within a word, as calculated from the total number of words in the language that contain the sequence and the token frequency of those words (Vitevitch and Luce, 2004). There is a higher biphone probability between segments that belong to the same syllable (e.g., between C and V as onset and rime) than between consecutive segments that span a syllable boundary. Phonotactic constraints can also be modeled in this way; the biphone probability between a legal CC- onset cluster is much higher than the biphone probability between consonants in an illegal cluster (which may be very low or even zero). Exemplar phonology can be implemented with neural network models, in which phonotactic constraints are seen as emergent patterns of high activation between units that co-occur with statistical regularity, or as patterns of low activation or inhibition between units that co-occur less frequently or not at all (e.g., Dell, 1990).

A strict exemplar model posits no a priori formal or representational properties to the phonological units that emerge from the statistical regularities of speech as it is spoken or heard, or to the sound patterns that are defined over co-occurring units (Lindblom, 1999). Any regularities in the sound patterns that occur across languages should follow from similarities in the phonetic substance underlying the sound patterns, and/or in the mechanisms for speech processing that are common to all speakers. The exemplar model perspective is in stark contrast to much of the research in the generative phonology tradition, including its contemporary form in constraint-based Optimality Theory (OT). In OT, sound patterns are determined by well-formedness constraints on phonological structure, and therefore the nature of phonological structure is a key element of any analysis. For instance, ranked constraints on feature co-occurrence can model markedness patterns that are reflected in the composition of sound inventories (the combination [+back, +round] is more highly ranked than [−back, +round]), and can also account for sound patterns that restrict feature co-occurrence, e.g., in patterns of assimilation or dissimilation. Other constraints regulate phonotactics and stress patterns through the evaluation of syllable and metrical structures (e.g., Hammond, 1999).

This paper focuses on the analysis of vowel harmony as a type of long-distance assimilation, comparing the predictions of generative analyses based on constraints on feature structures with an exemplar model account. Three questions frame this comparison. The first asks about the role of constraints on feature structure in accounting for the sound patterns of harmony systems in generative phonology. The second question asks whether harmony processes can be modeled without recourse to a priori phonological structure, and the third question asks whether the structures that serve to characterize and constrain harmony processes are in any sense emergent from statistical regularities in the sound patterns of words in a harmony language. I will argue that representational accounts of harmony in generative phonology make faulty predictions about the uniformity of harmony processes for different features, and that observed non-uniformities have parallels in non-uniformities in speech processing and in phonotactic learning for harmony patterns involving different features. I claim that an evolutionary model, where harmony processes are viewed as developments from precursor patterns of phonetic variation (e.g., coarticulation), can provide a better account of attested harmony patterns, and is compatible with the theory of exemplar phonology. Furthermore, I argue that an exemplar approach can model the co-occurrence patterns of harmony systems in terms of the transitional probabilities between segments that share the harmony feature, without invoking feature structure, but that the domain properties of harmony feature structures (as in Cole and Kisseberth, 1995) emerge due to the associations between phonological units (the harmonizing segments) and the morphological units that delimit harmony domains.

2. Predictions from representational models of harmony

Since the introduction of autosegmental feature structures (Goldsmith, 1976), vowel harmony has been modeled in generative phonology with rules and constraints that govern the phonological structures that
encode harmony. In rule-based autosegmental accounts (e.g., Clements, 1976), harmony is modeled in the mapping from underlying to surface forms, with rules that introduce new associations between the harmony feature and segments in a directional process of feature spreading. For example, consider the well-studied vowel harmony system of Turkish (Clements and Sezer, 1982), where the backness feature of a suffix vowel assimilates to the backness feature of the vowel in the preceding syllable. In addition, a high suffix vowel also assimilates to the rounding feature of the preceding vowel. Examples are shown in (1), and the autosegmental feature structure that results from the backness spreading rule is illustrated in Fig. 1.

(1) Turkish vowel harmony (Data from Kenstowicz, 1994, p. 25)

<table>
<thead>
<tr>
<th>Noun</th>
<th>plural</th>
<th>accusative</th>
<th>gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>dal</td>
<td>dal-lar</td>
<td>dal-u</td>
<td>‘branch’</td>
</tr>
<tr>
<td>kol</td>
<td>kol-lar</td>
<td>kol-u</td>
<td>‘arm’</td>
</tr>
<tr>
<td>kuz</td>
<td>kuz-lar</td>
<td>kuz-u</td>
<td>‘daughter’</td>
</tr>
<tr>
<td>kul</td>
<td>kul-lar</td>
<td>kul-u</td>
<td>‘slave’</td>
</tr>
<tr>
<td>yel</td>
<td>yel-ler</td>
<td>yel-i</td>
<td>‘wind’</td>
</tr>
<tr>
<td>gol</td>
<td>gol-ler</td>
<td>gol-i</td>
<td>‘sea’</td>
</tr>
<tr>
<td>dif</td>
<td>dif-ler</td>
<td>dif-i</td>
<td>‘tooth’</td>
</tr>
<tr>
<td>gul</td>
<td>gul-ler</td>
<td>gul-i</td>
<td>‘rose’</td>
</tr>
</tbody>
</table>

Later generative models stressed the role of constraints on the association between the harmony feature and the segments to which it spread, culminating in a number of similar proposals for the analysis of harmony in the constraint-based framework of Optimality Theory. In these non-derivational models of harmony there are no rules of feature spreading. The extended feature structures that characterize harmony are selected by markedness constraints that require feature structures (autosegments or featural domains) to align with the edges of a phonological word (e.g., Kirchner, 1993; Cole and Kisseberth, 1995), or to spread maximally within a prosodic domain (e.g., Kaun, 1995). Other analyses operate with markedness constraints that do not directly evaluate the extent or edge alignment of feature structures, but penalize forms in which there are multiple instances of the same feature structure (McCarthy, 2004), or in which there are adjacent non-agreeing feature specifications (Bakovic, 2000), while favoring forms in which a single feature specification characterizes all the target segments in a prosodic domain.

These constraint-based models of harmony differ somewhat in their predictions about the typology of occurring harmony processes (see McCarthy (2004) for comparison across models), but they share in common the characteristic that the mechanisms (rules or constraints) that give rise to harmony are formulated in very general terms. In principle, a harmony rule or constraint can be formulated to govern any phonological feature, with the ensuing prediction that all features may in principle participate in processes of long-distance assimilation, given the availability of compatible target phones in the phonological domain of assimilation (typically the word). Harmony rules or constraints are also uniform in their effect on targets in that the spreading harmony feature is expected to effect all eligible target phones within that domain. Some models of harmony will block feature spreading to a potential target if the target segment is ineligible due to incompatibility between the harmony feature and some other feature of the segment (e.g., a voiceless consonant may be

![Fig. 1. Vowel harmony modeled through the spreading of the autosegmental feature [+/- back] from stem vowel to successive suffix vowels in the Turkish words dal-lar-’branch, acc.pl.’ and yel-ler-i ’wind, acc.pl.’.](image)
ineligible as a target for the spread of [+nasal]), while other models simply require all segments in the harmony domain to take part in the assimilation (e.g., Ó Choisíadin and Padgett, 2001). Generative models of harmony are also similar in their treatment of the domain of harmony; assimilation spreads in an unbounded fashion from the source segment rightward or leftward to the end of the syllable, stress foot, or often the phonological word. Harmony is exhaustive within its prosodic domain, as stipulated by an unbounded rule of feature spreading, or through the alignment of the harmony feature structure with the edges of that domain.

These characteristics that are shared by all generative models of harmony yield several predictions about harmony systems across languages. Specifically, both the feature-spreading rules of earlier analyses and the constraints on extended feature structures of later analyses are sufficiently general that in the absence of additional machinery, they predict that:

1. Any feature can spread from any segment; no asymmetries are predicted among features in their ability to spread and give rise to a harmony pattern.
2. All segments are targeted, subject to feature compatibility; no asymmetries are predicted among the segments that undergo harmony.
3. The unmarked harmony process will spread the harmony feature (directionally) to the syllable/foot/word edge; no restrictions are predicted on the extent of the harmony process across the word.¹

As discussed further below, these predictions are at odds with the observation of asymmetries in the segments that trigger or undergo harmony, and in the features that give rise to harmony systems. Some recent generative accounts seek to model the typological patterns through the incorporation of constraints that relate to the perception of phonological contrasts, or to constraints that relate to the position of a sound relative to word edges, which directly reflect perceptual and psycholinguistic mechanisms of speech processing (e.g., Kaun, 1995; Beckman, 1997; Walker, 2005). These accounts enrich the phonological model through the inclusion of additional constraints, while also providing grounding for phonological patterns in external (phonetic or psycholinguistic) factors. For instance, Walker (2005) discusses the harmony system in Veneto Italian dialects, and proposes an analysis based on constraints that serve to promote the perceptual salience of triggers. In Veneto Italian harmony, only [+high] vowels trigger harmony, spreading [+high] in one pattern to the preceding stressed vowel. The restriction to [+high] triggers is explained by appealing to perceptual salience: Due to their intrinsic short duration and lower amplitude, [+high] triggers are perceptually less salient than [−high] vowels in the same position, and the spreading of [+high] to the prominent stressed position effectively increases the perceptual salience of the [+high] feature. Constraint ranking ensures that priority is assigned to phonological structures that enhance the salience of the final vowel’s [+high] feature through harmony, over alternative solutions such as lengthening the [+high] vowel, or shifting the location of stress to that vowel.

Walker’s analysis, among others, demonstrates that generative models can be enhanced to provide better coverage of observed typological patterns, through the adoption of constraints that reflect limitations and biases of the speech processing mechanisms. This approach, in its reliance on factors external to phonology as a basis for phonological constraints, is compatible in spirit with the exemplar phonology model of harmony, introduced below. Both approaches locate the source of at least some typological asymmetries in factors external to phonology, and allow that these factors may shape sound patterns through a process of language evolution. The “enriched” models such as the OT model Walker proposes for Veneto Italian harmony differ from exemplar models in that they postulate grammatical devices to enforce the occurrence of sound structures that are favored by phonetic and other external factors. No such devices are invoked in an exemplar phonology approach.

The next section reviews evidence from a cross-linguistic typological study of vowel harmony alongside acoustic and behavioral evidence from recent experimental studies on the production of vowel harmony patterns. This evidence is evaluated against the three predictions introduced above from generative models of harmony that are based on the analysis of phonological feature structures.

¹ This prediction concerns only long-distance assimilation. Strictly local assimilation processes are bounded such that assimilation affects only a single target segment that is adjacent to the trigger (i.e., the source) of harmony.
3. Parallel observations of non-uniformity with harmony: typological and experimental evidence

3.1. Typological evidence for the non-uniformity of harmony processes

Comparative and typological studies of vowel harmony, such as Kaun’s (1995) survey of labial harmonies, or Linebaugh’s (2007) survey of lingual harmonies, reveal wide variation across attested harmony systems. Notably, there are very few harmony systems that instantiate the least complex type of system according to the formal models of harmony in generative phonology. That is, there are very few cases where the designated harmony feature (i) spreads directionally to the word edge, (ii) from every segment that is a source of the harmony feature, (iii) inducing assimilation of all target segments that intervene between the source and the word edge. I summarize the main findings from Linebaugh’s survey of tongue body harmonies (backness and height) to illustrate.

Linebaugh’s wide-ranging survey of tongue body harmony systems reviews the key features of the harmony systems from a geographically and genetically diverse pool of languages. Linebaugh’s explicit goal is to compare vowel Backness Harmony (BH) and vowel Height Harmony (HH) for typological similarities and distinctions. His findings show greater variability for HH than for BH, and significant differences between BH as it occurs in Uralo-Altaic languages and BH elsewhere. BH in Uralic (Finnish, Hungarian, Samoyed) and Altaic (Turkic, Mongolian, Tungusic) exhibits the most robust, most general patterns of vowel harmony in any of the languages in Linebaugh’s survey. In the Uralic and Altaic languages, all vowels participate in harmony,2 harmony is bi-valued (involves both backing and fronting), harmony operates within morphemes, harmony extends throughout the prosodic word and is not restricted by morphological or prosodic limitations on triggers or targets. BH observed in other languages outside the Uralic and Altaic families (Chamorro, Kera, Tunica, Macuxi, Wikchamni) is more constrained. In those systems, only a subset of vowels participate, harmony is of the dominant/recessive type (targets are not typically also triggers), there are numerous, idiosyncratic morphological or featural limitations on the class of triggers and/or targets for harmony, and the vowel harmony pattern is not typically characteristic of all or most words. Linebaugh observes that HH is like BH outside of the Uralic and Altaic families in exhibiting many idiosyncratic differences across languages. He considers HH in Bantu, Romance, and other languages and finds that HH is rarely bi-valued (i.e., the same process rarely conditions both lowering and raising in the same system). Instead, there are many cases where HH works to lower target vowels, and others where HH raises target vowels, with some languages exhibiting both patterns in distinct HH phenomena. Some HH systems are asymmetrical in the class of triggers, distinguishing between front and back vowel triggers. Finally, HH does not generally extend throughout the phonological word but is often morphologically restricted (e.g., excluding prefixes as triggers)3 or prosodically conditioned (e.g., dependent on stress conditions).

Linebaugh’s survey reveals an impressive variety of vowel harmony patterns, with only Uralic and Altaic (and perhaps most famously, Turkish) coming close in exhibiting the kind of pervasive and robust pattern of harmony that can be modeled with the basic, unadorned harmony rule or constraint. In all other systems of vowel backness or height harmonies, the asymmetries that are observed are not predicted by formal models that invoke rules or constraints that optimize extended feature structures as the general case, at least not without added constraints or stipulation. In the next section, we consider parallel evidence of asymmetry between vowel height and vowel backness in speech production from experimental findings. The parallel occurrence of vowel backness and height asymmetries in typological studies and speech production experiments is significant as it suggests that production factors may play a role in determining the sound patterns of vowel harmony systems.

2 Even the neutral vowels that exist in languages such as Hungarian participate as harmony triggers, and exhibit low-level coarticulatory variation (Gafos and Benus, 2007).

3 Hyman (2002) also observes an asymmetry between prefixes and suffixes in their behavior as triggers in vowel height harmony systems, and suggests an explanation in terms of the phonetic basis for harmony in patterns of V-to-V coarticulation. He claims that effects of anticipatory coarticulation are stronger than perseveratory effects, which through the process of phonologization would result in fewer instances of prefix vowels as harmony triggers than suffix vowels. This line of reasoning, linking synchronic phonological patterns to their bases in phonetic patterns, is in lines with the proposal advanced in this paper.
3.2. Experimental evidence for backness/height asymmetries in speech production

Linguists have long noted that phonological patterns arising from diachronic sound change can often be characterized as facilitating speech production by reducing articulatory complexity (Grammont, 1933; Hock, 1991). Assimilatory sound change is one such example, since when one sound assimilates to another there is a potential overall reduction in the number of distinct articulatory gestures to be performed (Lindblom, 1983). To test the hypothesis that vowel harmony may facilitate speech production by reducing articulatory complexity, I have conducted a series of production studies that compare the speed and accuracy of production under conditions of vowel harmony and disharmony in tasks of speeded repetition, with speakers of Spanish (Linebaugh and Cole, 2005; Linebaugh, 2007), Korean (Oh and Cole, 2006), and English (Cole et al., 2002). In this section I describe the experimental design and materials for all the languages studied, and summarize the results of the experiment with speakers of Spanish.

The experimental hypothesis for all three production studies is that vowel harmony facilitates production through the priming of features between harmonizing elements, and that priming effects should be apparent in an increase in production speed and/or accuracy. Priming effects are expected for all harmonies, regardless of the identity of the harmonizing feature. In each experiment, subjects are asked to repeat a nonsense phrase consisting of two CVCV nonsense words in one of three harmony conditions: Back Harmonic (BH), Height Harmonic (HH), and back + height disharmonic (“doubly disharmonic”, DD). The Spanish and Korean studies compared all three harmony conditions, while the English study only compared back harmony to back disharmony. The vowels in the words were selected from the set /i,e,o,u/ for all three languages, and the consonants were selected from the set {b,t,k} (Spanish), {b,g,k} (English), or the tense consonants {pp,tt,kk} (Korean). Example nonsense phrases from the Spanish experiment are shown in (2) along with the vowel sequences for each harmony condition.

(2) The harmony conditions and example nonsense phrases from the Spanish speeded repetition study

<table>
<thead>
<tr>
<th>Harmony Condition</th>
<th>Example Phrase</th>
<th>Vowel Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height Harmonic (HH)</td>
<td>“bibu la bobe”</td>
<td>i-u, u-i, e-o, o-e</td>
</tr>
<tr>
<td>Back Harmonic (BH)</td>
<td>“teti la tuto”</td>
<td>i-e, e-i, u-o, o-u</td>
</tr>
<tr>
<td>Height/Back Disharmonic (DD)</td>
<td>“koki la keku”</td>
<td>i-o, o-i, u-e, e-u</td>
</tr>
</tbody>
</table>

On each trial the subject read a single nonsense phrase on the computer screen, and at the prompt of a tone, initiated a speeded repetition of the phrase over a 4-s interval. Subjects were asked to speak as fast as possible without compromising accuracy. Subjects received no feedback on their speed or accuracy during the experiment. In the Spanish experiment 20 subjects produced 108 non-identical phrases, each phrase consisting of two words from the same harmony condition (HH, BH, DD) for a total of 108 distinct test phrases (12 possible vowel sequences for the first word, three possible vowel sequences for the second word, and three possible consonants yields $12 \times 3 \times 3 = 108$ phrases). Subjects were native speakers of the experiment language, and were students at the University of Illinois between the ages of 21 and 40, with roughly equal numbers of females and males. Subject responses to each trial were recorded onto digital tape using a desktop microphone, and later coded for rate (syll/sec) and errors (production of incorrect V). In each study, a subset of the data was coded by a second coder with inter-coder agreement above 90% (in the Spanish study, 400 trials from eight subjects were recoded, with 92.5% inter-coder agreement).

The results from Spanish speakers were analyzed using repeated-measures ANOVA with the independent factor of Harmony Condition (HH, BH, DD). There was a significant effect of harmony condition on the number of errors ($F(2,19) = 3.67$, $p < .05$), but no significant effect on speech rate. Table 1 shows the mean, s.d.,
When the intervening consonant is labial /b/ or velar /k/, there are lower error rates for BH than for HH or DH (the two non-BH conditions). This finding indicates that BH has a facilitative effect on production relative to non-BH forms. When the intervening consonant is dental /t/, the facilitation effect extends to the HH condition as well. The interaction between harmony condition and intervening consonant is a puzzling result in the Spanish data which is not replicated in the experiments with Korean (the English experiment did not include /t/). In each experiment we find marginal or non-significant differences in error rates as a function of intervening consonant, but there is no consistency to the pattern across the experimental languages. In the Korean data error rates were lowest for /pp/, while in the English data error rates were lowest for /k/.

While the consonantal effect on error rates does not generalize across experiments, the finding of an asymmetry between BH and HH does. The Korean data closely mirror the Spanish data, with lower error rates in the production of VCV sequences under the BH condition, compared to HH and DD (the non-BH conditions). The experiment with English speakers tested only for effects of BH, comparing back-harmonic and back-disharmonic forms, with no HH condition, and there were lower error rates in the BH condition with no effects on speech rate.

One obvious difference between BH and HH vowel patterns in our experimental conditions is that the BH condition pairs together vowels that share not only backness, but also roundness: {i,e} vs. {u,o}. Vowels paired in the HH condition share only height in common, and differ in roundness: {i,u} vs. {e,o}. It is possible that the asymmetrical facilitation effects of BH vs. HH reflect the greater similarity (as measured by shared features) between vowels in the BH condition, rather than any intrinsic difference between vowel backness and height in speech production. To test this hypothesis, Oh and Cole (2006) ran a second experiment with Korean subjects, using only the unrounded vowels {i,e,i,ʌ}. This experiment replicated the first Korean experiment in every other detail, but by using all unrounded vowels, the BH sets {i,e} and {i,ʌ} differ only in the feature [back], just as the HH sets (i,i) and (e,ʌ) differ only in the feature [high]. The results were the same: production errors were fewer in BH words compared to HH words, while there was no effect of HH on errors (and no effects from any harmony condition on speech rate). This result provides clear evidence of a produc-

Table 1

<table>
<thead>
<tr>
<th>BH</th>
<th>HH</th>
<th>DD</th>
<th>Non-BH (HH + DD)</th>
<th>Non-HH (BH + DD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.0</td>
<td>3.7</td>
<td>3.9</td>
<td>3.8</td>
</tr>
<tr>
<td>s.d.</td>
<td>2.6</td>
<td>2.4</td>
<td>2.7</td>
<td>2.4</td>
</tr>
<tr>
<td>% Errors</td>
<td>8.2%</td>
<td>10.3%</td>
<td>10.8%</td>
<td>10.6%</td>
</tr>
</tbody>
</table>
tion asymmetry between vowel backness and vowel height that is independent of the phonological similarity between vowels in a harmony condition.

In summary, the findings from speeded repetition production studies with speakers of three languages show a facilitative effect of back harmony on fast speech production, with no systematic corresponding effect from height harmony. Note that none of these languages have phonological rules or constraints on back harmony or height harmony, so we assume that the findings reflect properties of speech production that are independent of language-specific phonological properties. Rather, the back harmony effect on the accuracy of fast speech must reflect a facilitation effect in speech planning that arises in back harmony conditions, but not in height harmony conditions. Facilitation could occur at the level of phonological planning, articulatory (phonetic) planning, or both. At the phonological level, facilitation could arise from priming of the phonological features across syllables: utilizing the same feature in successive vowels in the harmony condition may reduce the complexity of constructing the phonological plan for the phrase. This characterization of priming is compatible with the representation of harmony in terms of extended feature structures. Yet, if the effect on speeded repetition is due to phonological priming, we expect the same effects to arise for height harmony as for back harmony, especially in the Korean experiment where rounding was not a factor, since there is a single shared phonological feature in both cases. Because the shared height feature in the height harmony condition fails to systematically influence speech production, we conclude that the facilitation effect of back harmony does not reflect priming at the phonological level alone, and must reflect differences in speech planning at the phonetic level.

It is beyond the scope of this paper to determine the source of the facilitation effect of back harmony on speech planning, but there are asymmetries in coarticulation and articulatory complexity that may relate to our production findings, and which should be investigated in future work. Since the work of Öhman (1966) it is known that vowels coarticulate across an intervening consonant, in VCV sequences. While coarticulation effects have been reported for both F1 and F2 measures, reflecting coarticulatory influences in the production of vowel backness and height, direct comparisons of coarticulation in these two dimensions are few. If coarticulation effects were found to be greater in the backness dimension compared to height, we may expect that the back harmony condition would yield a bigger benefit of articulatory stability than height harmony. Another difference relating to the production of vowel backness and height concerns the articulatory correlates of the phonological features. The phonological backness feature of a vowel is implemented primarily through activity of the genioglossus muscle, but there is no single articulator that implements vowel height. Vowel height targets are achieved through the coordination of tongue body and jaw gestures, and the contribution of these two articulators can vary substantially from vowel to vowel. Thus, if the stability of an articulatory gesture is a basis for the facilitation effects we observe with back harmony, such effects are less likely to extend to the multiple articulators required to achieve height targets.

Factors related to coarticulation and/or articulator stability may offer plausible phonetic explanations for the asymmetry between back and height harmonies in their effects on production. Moreover, these phonetic factors would be expected to influence typological patterns, if in fact harmony has a basis in the mechanisms of speech production. The observation of parallel asymmetries between height and backness harmony in typological studies and in experimental studies of speech production is compatible with an evolutionary account in which harmony develops from phonetic precursor patterns, which in turn are influenced by the constraints and biases of the speech production system. Specifically, height harmonies, where they arise, would not reflect the same production benefits we find with back harmony, and must therefore have their source in other phenomena, where different factors may play a role in shaping the harmony system.

4. The status of assimilation in phonotactic learning

One advantage of the representational account of harmony, i.e., one that invokes rules or constraints on feature structures, is that the extended feature structure that characterizes assimilation provides a direct means to account for the frequency of assimilation dependencies cross-linguistically: if extended feature structures are favored by grammatical rules and/or constraints, then assimilation is a favored outcome for any phonological system, since within the extended feature structure all (eligible) segments are associated with the same feature. Other kinds of long-distance dependencies can not be modeled with extended feature structures, and so would
Phonotactic learning studies test the ability of subjects to acquire novel sound patterns through perception or production experience with an artificial language in the laboratory. Recent work by Pycha et al. (2003), Koo and Cole (2006) and Koo (2007) use the artificial language learning paradigm to investigate the role of phonetic naturalness and phonological complexity in phonotactic learning. Assimilation is recognized as a phonetically natural sound pattern, one that may reduce articulatory complexity or minimize perceptual confusability, and assimilation also has a relatively simple formal expression with extended feature structures. In comparison to assimilation, dissimilation is typologically less common, and does not share the same phonetic basis in that dissimilation does not in any obvious way reduce the complexity of speech production or perception. The output of dissimilation is arguably more complex than assimilation, since it requires the inclusion of distinct features for the dissimilar sounds, and does not maximize the extent of any single feature. Nonetheless, dissimilation can still be expressed with feature notation, and is typically included in the repertoire of sound patterns that can be modeled by rules or constraints available in Universal Grammar (e.g., invoking constraints such as the Obligatory Contour Principle), within the framework of generative phonology. Based on the dual considerations of phonetic complexity and on the complexity of the phonological encoding, assimilatory sound patterns are predicted to be more readily or more effectively learned than dissimilatory sound patterns, and both assimilatory and dissimilatory sound patterns are predicted to more learnable than sound patterns that are phonetically arbitrary, and/or for which there is no phonological rule or constraint that favors such a pattern.

Koo and Cole (2006) test the predictions of phonetic naturalness and phonological complexity in phonotactic learning using a paradigm of implicit learning. Adult subjects were exposed to nonce words in an artificial language with a phonotactic constraint between non-adjacent phones. Four experiments were run to compare learning of constraints enforcing assimilation between non-adjacent vowels or consonants (CVCV_iCV_j or CVCV_jCV_i) with learning of constraints enforcing dissimilation between non-adjacent vowels or consonants (CVCV_iCV_j or CVCV_jCV_i). The vowel dependency paired the vowels {i,u} in patterns of total featural assimilation or dissimilation, where /iCi/ and /uCu/ represent an assimilation sequence, and /iCu/ and /uCi/ represent a dissimilation sequence. The consonant dependency paired the liquid consonants {l,r} in similar patterns of assimilation or dissimilation. Comparisons were made between groups of subjects learning the four different phonotactic constraints (V-assimilation, V-dissimilation, C-assimilation, C-dissimilation). In the experiments, subjects listened to a nonce word and repeated it as quickly as possible, striving for accuracy. Subjects were not told to attend to any particular property of the words, nor were they told that there was any special phonological pattern in the words. After an initial familiarization phase, in which subjects heard and repeated only words that were legal with respect to the phonotactic constraint of the experimental condition, subjects were exposed to illegal words (i.e., words that violated the assimilation or dissimilation condition), which were interspersed with new tokens of legal words. If the experimental constraint is learned during the familiarization phase, through the acts of listening and repeating, then subjects should be quicker in responding to new legal words than to new illegal words presented in the test phase.

Measures of reaction times confirm this prediction for the consonant assimilation condition as well as for the consonant dissimilation condition. These findings demonstrate that implicit phonotactic learning can
occur based on brief auditory and repetition experience (corroborating the findings from Onishi et al., 2002), and also demonstrate that dissimilation patterns can be learned as effectively as assimilation patterns, even when subjects are not aware they are learning anything at all. But the results from the vowel assimilation and dissimilation were not as expected; there was no evidence of learning for either of the vowel constraints (no significant difference in reaction times to legal and illegal words). This result was unexpected due to the greater typological frequency of non-adjacent vowel dependencies compared to non-adjacent consonant dependencies.

Koo and Cole suggest that the apparent lack of evidence for learning of vowel dependencies may be due to perceptual factors. Specifically, they note for English there is greater potential for perceptual confusion between the constrained liquid consonants /l,r/ than between the constrained vowels /i,u/, and that the effect of the phonotactic constraint restricting the liquid consonants is that the perceptual confusion is reduced. Once the subject has learned the constraint, the task of identifying a possible /l/ or /r/ in the third syllable position is simplified by the identification of an /l/ or /r/ in the preceding syllable, resulting in quicker identification of the word. The phonotactic constraint on vowels will not have such a beneficial effect on recognition if the constrained vowels are not highly confusable. The prediction is that there would be evidence of learning for a vowel phonotactic pattern if the constrained vowels were relatively confusable, and conversely, that there may be no evidence of learning for a consonant phonotactic pattern if the constrained consonants are relatively less confusable. These further predictions are tested and confirmed by Koo and Cole (2007) and Koo (2007) through additional experiments involving implicit learning. For instance, using the same auditory repetition procedure as in the first set of experiments, Koo and Cole (2007) find evidence that subjects learned a vowel harmony pattern (faster responses to legal novel words) when the constrained vowels were rendered perceptually confusable through the addition of noise in the acoustic signal. Or, in an experiment using an offline task where subjects produce grammaticality judgments for novel words, Koo (2007) finds evidence that subjects learned both vowel harmony and liquid harmony, with comparable ease and accuracy.

Summarizing over all the phonotactic learning experiments conducted by Koo and Cole, we find that subjects can (implicitly) learn a harmony constraint over liquids as readily as the corresponding disharmony constraint, and they can learn a constraint on vowel harmony as readily as a constraint on liquid harmony. The vowel harmony pattern was expected to be the most easily learned of all the experimental conditions, given the strong phonetic basis for phonological vowel harmony in V-to-V coarticulation, reflected also in the greater frequency of assimilatory vowel dependencies compared to dissimilatory vowel dependencies across languages. In all, the studies by Koo and Cole find no support for Moreton’s hypothesis of a learning bias that favors assimilation over dissimilation, or of a bias that favors typologically common and/or phonetically grounded processes over rare or phonetically arbitrary processes.

In a different type of phonotactic learning experiment, Pycha et al. (2003) also test the hypothesis of a learning bias that favors phonetically natural processes, by comparing learning of vowel backness harmony as a phonetically natural pattern to backness disharmony as an “unnatural” pattern—a pattern of dissimilation which they claim cannot be accounted for by any ‘strictly phonetic tendency’ on its own (Pycha et al., 2003, p. 104). In addition to the harmony and disharmony patterns, Pycha and colleagues included a third condition in which subjects were tested on learning of a phonetically arbitrary sound pattern. Their study involved a test of explicit learning, as subjects were told to learn the stem-suffix pattern of the artificial language and apply it offline in judging new words. Ten subjects were assigned to learn each of the three phonotactic patterns (Harmony, Disharmony, Arbitrary), and were tested on 36 novel words, through a grammaticality judgment task. Subjects in the harmony and disharmony conditions were more accurate in their responses than were subjects who were exposed to the phonetically arbitrary pattern, based on results from ANOVA and post hoc analyses, and from the non-parametric Mann-Whitney U-test (Harmony vs. Arbitrary: \( U = 6, \ p = .001 \); Disharmony vs. Arbitrary: \( U = 17, \ p = .013 \); Harmony vs. Disharmony: \( U = 31, \ p = .15 \)). These findings indicate that the harmony and disharmony conditions were more effectively learned than the arbitrary condition.

Pycha et al. argue that the fact that the phonetically arbitrary rule was not learned suggests that learning depends on the availability of a phonologically simple characterization of the sound pattern. Both the assimilation and dissimilation patterns have such a characterization (involving the single feature [back]), but the
arbitrary pattern had no such simple characterization. This finding of a learning bias that favors sound patterns that are simple in terms of their featural definition is interesting, but is also somewhat at odds with findings from studies of implicit phonotactic learning, such as Dell et al. (2000) or Onishi et al. (2002) where subjects effectively learn patterns of distributional restriction that are phonetically arbitrary. The point of convergence between the studies by Koo and Cole (2006), Koo (2007) and Pycha et al. (2003) is in the finding that phonotactic patterns involving dissimilation (disharmony) can be learned as effectively as assimilation patterns (harmony).

The phonotactic learning studies reviewed here show that adults can learn novel sound patterns in an artificial language, and that in this situation there is no apparent advantage for sound patterns involving assimilation compared to patterns involving dissimilation. These findings present strong evidence against the claim that there is a cognitive bias for learning assimilation patterns over other patterns, and cast doubt on the role of phonetic naturalness in phonotactic learning. The learning mechanism is capable of formulating phonological dependencies between segments even without a structural encoding of their dependency, as in the form of an extended feature structure. I conclude that extended feature structures are not privileged in phonotactic learning.

5. Harmony in exemplar models of phonology

In the studies reviewed above we fail to find evidence for the representation of harmony using extended feature structures from phenomena related to speech production and phonotactic learning. Section 3.1 reviewed a typological study of vowel backness and height harmonies, and noted asymmetries between backness and height harmonies in the classes of trigger and target vowels that participate in harmony, and in the occurrence of morphological and positional conditions on harmony. Section 3.2 reviewed evidence from speech production studies that reveal a parallel asymmetry between backness and height harmony in the speeded production of nonsense VCV patterns. Backness harmony facilitates accurate production, while no systematic production advantage is found for height harmony. Phonological models of harmony employing extended feature structures do not predict the occurrence of these kinds of asymmetries between harmonies involving different features, at least not without the addition of constraints that encode phonetic and other external factors. Furthermore, evidence from phonotactic learning studies fails to confirm that assimilatory sound patterns are privileged in relation to learning. Assimilatory sound patterns are learned as effectively as dissimilatory sound patterns, once perceptual factors are held constant. The evidence from phonotactic learning offers no direct support for a model of phonology that gives special status to assimilation patterns relative to dissimilation patterns, for instance by invoking representational devices like extended feature structures, and constraints that optimize such structures.

If the phonological model of harmony based on representations with extended feature structure is insufficient in its basic form to account for typological patterns, and if the phonological structures themselves are not supported through external evidence (from studies of speech production and phonotactic learning), we may consider whether there is a viable alternative model. One alternative, already mentioned, develops from the notion that sound patterns, including harmony, derive from phonetic precursors and as such directly reflect the factors that influence the planning, articulation and perception of speech. Under this view, exemplified in Blevins’ (2004) Evolutionary Phonology, sound patterns do not result from, and are not explained by, properties of formal grammar. Rather, the phonological grammar of an individual language reflects the phonetic properties that arise within the lexicon of that language. But recognizing the source of harmony in precursor patterns does not in itself address the question of the mental encoding of a harmony pattern. Harmony systems clearly have a mental encoding. They comprise productive sound patterns that are transmitted across generations of speakers, and they can be learned by adults (as well as infants) even on the basis of brief exposure. In this section I sketch an account of harmony in terms of statistical regularities over non-adjacent segments in an exemplar model of phonology. Although the extended feature structures of representational models are not required in this account, something resembling the feature structure is an emergent property of the exemplar encoding.

Beginning with Öhman’s influential study (1966), a wealth of experimental findings attest to robust and consistent patterns of vowel-to-vowel coarticulation in language. It is further known that listeners are sensitive
to the effects of coarticulation, and though they compensate for coarticulatory effects in identifying a phone based on its acoustic properties, that compensation is not always complete (e.g., Beddor et al., 2002). In the residue of unparsed acoustic variability, there is the potential for harmony to develop through a process in which the listener misattributes the coarticulatory influence as an intrinsic feature of the perceptual target. In this way, harmony may develop as a phonotactic constraint from patterned coarticulation. With its source in the pervasive patterns of coarticulation found in every language, this model explains why feature assimilation is perhaps the most common type of phonological pattern. The generally local nature of harmony, by which eligible targets are not skipped, also follows directly from its basis in the language-specific, automatic processes of coarticulation. Furthermore, the fact that listener misperception is more likely when the coarticulating sounds share intrinsic (underlying) features in common also explains why harmony systems usually establish dependencies between triggers and targets that are featurally similar. Harmony patterns reduce perceptual confusability, which itself may be a factor that promotes rapid learning of the sound pattern, as suggested by the findings from Koo and Cole’s (2007) study.

Through coarticulation patterns, vowels in adjacent syllables come to share phonetic properties in common. Under appropriate conditions, such as with a prosodically strong triggering segment, a prosodically weak target segment, and an intervening consonant that is not itself resistant to coarticulation, a target that is heavily influenced by a coarticulatory trigger may be reanalyzed by the listener as intrinsically specified for the coarticulating feature(s). When this occurs, it changes the patterns of V–V co-occurrence in the language, resulting in more instances of V–V sequences that share the features active in coarticulation, and fewer instances that do not share those features. These changing patterns of vowel co-occurrence can be modeled in an exemplar approach in terms of the transitional probabilities between vowels that share the harmony feature (Newport and Aslin, 2004). Fig. 3 illustrates the emergence of the harmonic classes of [+back] and [−back] vowels in Turkish through the greater transitional biphone probabilities that exist between vowels that co-occur within words (harmonizing vowels), and the lesser biphone transitional probabilities between vowels that co-occur more rarely (if at all). The harmonic classes are described here as emergent, because there is no a priori specification of the [back] harmony feature, nor is the class pre-defined in any sense. It emerges from the co-occurrence patterns of vowels in the lexicon.

A transitional probability in this model represents the probability that a vowel \( y \) will occur given the occurrence of a preceding vowel \( x \), and is calculated based on the frequency of the sequence \( x–y \) in the language (i.e., type frequency, as calculated over lexical items), divided by the frequency of \( x \) in the language, as in (3).

\[
(3) \quad p(y|x) = \frac{p(xy)}{p(x)} \approx \frac{\text{freq}(xy)}{\text{freq}(x)}
\]

Fig. 3. Partial diagram of the transitional biphone probabilities between discrete vowels in Turkish. Thicker lines represent higher transitional probabilities, and model stronger co-occurrence relations between vowels that belong to the same harmonic class. Thinner lines (only four of 16 possible are shown) represent lower transitional probabilities between vowels that belong to different harmonic classes, but which may co-occur in disharmonic word forms.
Transitional probabilities can most easily be assessed for units that are adjacent in the phonological encoding. In the Articulatory Phonology model advanced by Browman and Goldstein (1992), articulatory gestures for vowels in successive syllables are adjacent in the gestural score. An onset consonant overlaps with the vowel of the same syllable, as shown in Fig. 4, where the vowels in successive syllables are strictly adjacent. But what about the dependencies involved in consonant harmony? Unless the consonants are string-adjacent (...CC...), they will not be adjacent in a gestural score (leaving aside the compressing effects of reduction on the realization of gestures), but transitional probabilities can still be modeled for non-adjacent elements. McClelland and Elman (1986) demonstrate how non-adjacent dependencies in syntax can be modeled with Simple Recurrent Networks, where “hidden” context units are used to encode relevant prior context at an arbitrary distance. The inclusion of hidden units comes at some computational cost, which may effectively limit the distance over which truly non-adjacent dependencies may be modeled. In harmony systems, dependencies that skip entire syllables are rare, but arise in systems that exhibit true transparency (possibly restricted to nasal harmony systems, see Ní Chiosáin and Padgett, 2001).

In addition to the high-probability transitions between vowels that share the same [back] feature, there may also be non-zero, low-probability transitions between vowels that differ in backness due to the presence of disharmonic words. These low-probability transitions are indicated with thin lines linking vowels in different harmonic classes in Fig. 3. In Turkish, disharmonic vowel sequences occur in some roots, though not all disharmonic sequences are attested with equal frequency (Clements and Sezer, 1982). The regularities within disharmony are also modeled as minor (low-frequency) phonotactic patterns in this approach.

The exemplar model of harmony sketched here does not rely on extended feature structures to capture the co-occurrence patterns of vowels within words, but a kind of multiply-linked feature structure emerges from the association between phonological and morpho-syntactic units, as follows. In an exemplar model, there are activation links between a word and the phone-size units that are part of the word. For a harmony language, there is a recurring pattern of activation between a harmonic class of vowels (phonological units) and words (morpho-syntactic units). Fig. 5 illustrates the flow of activation in the process of word recognition from speech input. The speech input causes activation of all phone-level units in the lexicon that match the input for some or all of its phonetic characteristics; the closer the match, the stronger the activation (represented in Fig. 5 by the thickness of the link between units).

Activation travels from the phone units “upward” to all word units which contain the phone, and “downward” from the word units to the phone units. This up-and-down pattern of activation between sound-level units (including phone and syllable) and word-level units is called resonance (Grossberg, 2003). A pattern of strong resonance between a specific word unit and a set of sound-level units results in the identification of the word, and the pattern of resonance between words and sound units derives harmony vowel classes in the lexicon, as illustrated in Fig. 6.

Harmony induces an alignment of the harmony feature with the edges of a morpho-syntactic domain, which is modeled in generative approaches by domain restrictions on feature spreading, or more directly through constraints on the alignment of feature domains with higher prosodic or morpho-syntactic domains (Cole and Kisseberth, 1995). In the exemplar model sketched here, the harmony domain is another instance of structure that emerges from the resonance between words and sound units. The sound units cluster into harmonic classes based on resonance patterns with word units, as sketched in Fig. 6, so the generalization about co-occurrence patterns of phones arises only in the mapping between phones and words. It is in this sense that we can describe the word as the domain of harmony. Furthermore, the strong activation patterns between the

![Fig. 4. A schematic gestural score of a V₁·CV₂ sequences showing the overlap of an onset consonant and its tautosyllabic vowel (V₂), and the adjacency of vowel gestures in successive syllables.](image-url)
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word as a morpho-syntactic unit and a harmonic sound category can be considered as the analog of multiple association in representational models of harmony, also illustrated in Fig. 6. Here, the multiple association is between multiple word-level units and all the vowels that constitute a harmonic class. It is a pattern that is defined over the entire lexicon, not over any individual word. The resonance pattern that defines harmony is a particularly strong pattern since it links a set of sound units that are phonetically similar to word units that encode meaning at higher levels. This pattern of resonance grounds the harmony sound pattern in the lexicon, and provides a “convergence of regularities” that may facilitate learning (Frisch, 2007).

We have seen that harmony is encoded in exemplar models through strong patterns of association, or resonance, between phone-sized units (e.g., vowels) and words, and that these patterns of co-occurrence give rise to harmonic classes of vowels and derivatively, even the features we assign to them (e.g., [+back]). But if the exemplar model is to be considered a model of phonological encoding, we may ask how it fares against the typological and experimental evidence reviewed in Section 3. Can an exemplar model provide an explanation for the typological finding that harmony processes, and especially height harmonies, are complex and subject to myriad restrictions on trigger and target elements? Can it account for the asymmetrical effects of backness and height harmonies on speech production? The answer to these questions is both positive and negative. Exemplar models encode the phonetic detail of speech forms, and so any phonetic factors that influence the acoustic realization of a word (through production) or its auditory encoding (through perception) will be captured in the phonetic encoding of the exemplars. For example, if production factors exert a bias favoring the transmission of back harmonic vowel sequences over other kinds of vowel sequences, then there will be more instances of such sequences encoded as exemplars, and the greater frequency of that pattern may come to define a phonotactic regularity for the language. The source of the sound pattern is not explained through the exemplar model per se, but rather through its sensitivity to the phonetic detail that is the source of the pattern.
Similarly, exemplar models do not in themselves explain typological patterns, but rather typological patterns emerge from the phonetic (or other external) factors that shape the sound patterns of individual languages. The occurrence of strong phonetic biases favoring certain sound patterns, such as the co-occurrence of backness with rounding, or the reduction or devoicing of high vowels, means that those patterns are expected to occur frequently within and across languages, and to be widely evidenced in sound change. This is an evolutionary account of typology, as advocated by Blevins (2004), which is compatible with exemplar models, but which is also available with other models of phonology. For instance, Walker (2005) claims that the perceptual factor that motivates the restrictions on harmony targets and triggers in Veneto Italian dialects ‘does not represent an intention on the speaker’s part but rather it exerts influence on language change and shapes certain synchronic phonological processes through phonetically grounded constraints.’ (p. 931).

An important difference between the exemplar model of harmony introduced here and Walker’s OT model is that the latter invokes a representational device (extended feature structures) and formal constraints on phonological representation to model harmony, while no such a priori devices are posited in the exemplar model account. The effect of phonetic and other external factors in shaping sound patterns is direct, and not mediated by an independent, universal grammar.

Continuing with the evaluation of the exemplar model of harmony, we saw in Section 4 that phonotactic learning does not appear to favor phonetically grounded sound patterns, such as assimilation, over other less-grounded patterns. The prediction from exemplar models would seem to be that any pattern that can be encoded in perceptual units, which themselves may be influenced by the prior linguistic experience of the individual, is in principle learnable. Sound patterns defined over adjacent units should be easier to learn than patterns defined over non-adjacent units, on the basis of computational considerations alone, when modeled in terms of neural networks, and that is consistent with the overwhelming evidence for locality as a constraining principle in phonology. Beyond locality, no other constraints on learnability are predicted from an unenriched exemplar model. Future research on phonological learning will be crucial in determining if there are in fact any substantive constraints on learning that are not due to limitations on phonetic processing.

6. Conclusion

Phonological theories that use rules or constraints on feature structures to model vowel harmony predict greater simplicity and uniformity in harmony processes across languages than is observed. Specifically, without additional enrichment from phonetically grounded constraints, such theories do not predict the asymmetries between height and backness harmonies observed in Linebaugh’s (2007) typological study. Parallel asymmetries are observed in speech production experiments with harmony sequences, suggesting that at least some typological findings may have their source in properties of speech processing. With rules or constraints that favor extended feature structures, representational theories of phonology also predict that harmony patterns will be more learnable compared to other kinds of sound patterns, yet evidence from phonotactic learning studies shows no special advantage for harmony systems. An alternative to the representational models of generative phonology is introduced, where harmony is understood as developing from phonetic precursors in an exemplar account. In the exemplar model, lexical encoding includes phonetic detail and harmony patterns are modeled through the transitional probabilities between vowels in successive syllables in a word. Neither features nor extended feature structures are stipulated in phonological encoding. Rather, the patterns of activation, or resonance, between sound units and word units in the lexicon give rise to harmonic classes of vowels as emergent structure. Harmony is defined in terms of the links between sound units (phones) and meaning units (words), from which we obtain the word as the domain of harmony. And while there is no explicit model of feature spreading, patterns of multiple association emerge over the lexicon as a whole, as vowels from a harmonic class link individually and in combination with one another to words.
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